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Linear extrapolation in iterative methods 
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The application of extrapolation methods in an iterative process of general type is investi- 
gated. It is shown that extrapolation methods are obtained by two successive approximations 
from the formula defining an iterative process. The first approximation gives the general for- 
mula for extrapolation methods, while particular examples are obtained from this formula by 
introducing different approximations for the operator defining the iterative process. 

1. In t roduct ion  

Iterative methods are widely used in quantum chemistry to obtain the solution 
of given equations, for example, in coupled-cluster methods for the calculation of 
molecular wavefunctions [1], or for the calculation of second derivatives of the 
energy functional [2]. Often the solution is difficult to obtain due to the slow conver- 
gence of the iterative process. One of the ways for accelerating convergence is to 
use appropriate extrapolation methods in the iterative process, but such methods 
are used as a rule without proper investigation of their applicability in a given pro- 
cedure. In this connection the application of extrapolation methods to an iterative 
process of self-consistent type has been studied in previous work [3], while in the 
present study their application in an iterative process of general type is investi- 
gated. It is shown that extrapolation methods are obtained by two successive 
approximations from the formula defining the iterative process. At the beginning 
the problem of the extrapolation of a sequence of vectors, obtained in an iterative 
process, reduces to one of interpolation of this sequence of vectors. This gives the 
general formula for the extrapolation. Then the various extrapolation methods are 
obtained by introducing different approximations for the operator defining the 
iterative process. This approach to the construction of extrapolation methods fol- 
lows from the work of Lanczos [4], where the convergence of power series is acceler- 
ated by interpolating them by means of a series of Chebyshev polynomials, and it 
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had been used in [3] for the construction of extrapolation methods in iterative pro- 
cesses of self-consistent type. 

2. General  form of  linear extrapolat ion m e t h o d s  

Consider an iterative process in Hilbert space H [5,6] 

Xk+l ----- AXk + B.  (1) 

Let the vectors X1,. . . ,  Xk, . . . ,  Xoo be obtained at the 1st, ..., kth, .. . ,  ooth steps 
of this process. Define the vectors 

Dk+l = Xk+l - Xk. (2) 

They satisfy the equation 

Dk+. = (A)'Dk. (3) 

By definition (2) the vector Xk+mp, obtained at the (k + mp)th iteration, can be writ- 
ten as 

Xk+mp = Xk + Dk+l + . . .  + Dk+mp. (4) 

Then using (3) one can write (4) as 

Xk+mp =Xk + (Dk+l + . . .  + Dk+p) + (D/c+p+l + . . .  + Dk+2p) 

+ . . .  + (Dk+(m-1)p + . . .  + Dk+mp) 

=Xk + (Dk+l + . . .  + Dk+p) + (A)P(Dk+I + . . .  + Dk+p) 

+ . . .  + (A)(m-X)P(Dk+l + . . .  + Dk+p) 

=Xk + [I + (A) p + . . .  + (A)(m-1)P](Dk+I + . . .  + Dk+p) 

=Xk + (A)/p (Dk+l + . . .  + Dk+p), (5) 

where I is the identity operator. Passing to the limit with respect to m in (5) one 
obtains the extrapolating vector 

X~o = lim Xk+mp = Xk + A) Ip (Dk+l + . . .  + Dk+p) (6) 
r t l  ...¢. O 0  

which is an approximation to the vector Xoo. For a descending sequence we have 
IIAII <11III and hence the series ~ 0 ( A )  tp is the expansion of the operator 
[ I  - (A) p]-I in powers of (A) p. Noting this, one can write (6) in the form 

X~ = Xk + [I-- (A)P]-I(Dk+I + . . .  + Dk+p). (7) 

Substituting Dk+l from (2) in this expression one obtains 
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X *  = X k + [ / -  (A)P] -1 (Xk+ p -- X k ) .  (8) 

Equation (8) has the form of the well-known Lagrange interpolation method 

f ( x o  + ah) = a f (xo  + h) + (1 - a)f(xo)  + O(h2). (9) 

The transformation from the extrapolation of the sequence of vectors {Xk}~°=0 to 
the problem of interpolation is connected with passing to the limit in (5). 

Equation (8) is the basis for the construction of linear extrapolation methods, 
whereby various types can be obtained from this equation by introducing different 
approximations for the operator (A) p or [I - (A) p]-I. In the following we shall con- 
sider the most interesting of these methods. 

3. Extrapolation methods 

At first it can be noted that expression (8) may be written with two iteration 
steps. 

X *  = Xk + [I -- (A)P]-l(Xk+p -- Xk), (10a) 

X ~  = Xk+d + [I -- (A)P] -1 (Xk+d+p -- Xk+d). (10b) 

This permits one to eliminate the operator (A) p and to obtain 

Xk +d+pXk -- Xk +pXk +d 
X ~  = Xk+d+p -- Xk+v -- Xk+d + Xk '  p = 1,2, . . .  ; d = 1,2, . . . .  (11) 

This expression defines the linear four-point A2-method of extrapolation. In the 
case o fp  = 1, d = 1 this procedure reduces to Aitken's three-point rE-method of 
extrapolation [7]. Comparing (11) and (8) one can see that the method (11) is 
obtained from (8) when the operator (A) p is approximated by 

xk+d+p'j -- Xk+p'J i = j ,  

(A)~ = Xk+d, j -  Xk,j ' (12) 
O, i ~ j ,  

where (A)~ is the i , j  component of the operator (A)P and Xn,j is t he j  component 
of vector Xn. 

As known [5], the linear operator defining an iterative process can be restored 
from the vectors obtained during this process. The approximate form of this opera- 
tor can be determined by using a limited number of vectors, and in accordance 
with the approach described above this approximate form can be used to construct 
the extrapolation methods based on eq. (8). 

Consider the approximation of the operator R = [I - (A)p]-i by an operator 
Rn in the subspace Hn of the complete space H. Let Q~ be the projector onto sub- 
space Hn. Then, using relationship Q~ = (Qn) 2, operator R~ approximating R can 
be represented in the form 
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R,  = Q, RQn = Qn[QnlQ, - Q~(A)PQ,]-IQ,.  (13) 

This approximation of the operator leads to the general form of linear projection 
extrapolation methods 

X~o = Xk + Qn[QnlQn - On(A)PQn]-lQn(Xk+p - -.¥k). (14) 

This general form can be simplified if projectors P] onto the subspace corre- 
sponding to the eigenvalues "~7 of the operator Q, AQ~ are known. In this case the 
linear projection extrapolation method has the form 

[~_, (Xk+p - (15) 
?; 

X~o = Xk + 1 -- (AT)PJ 
Xk). 

Let us consider the expansion of the operator [I - (A)P] -1 in a power series. 
Then expression (8) is also a power series, and different extrapolation methods can 
be constructed by using the technique of accelerating convergence of a power 
series. 

As is well known [8], the Padh approximants of a power series give a better esti- 
mate of the sum of the series then the direct summation of the terms of the series. 
Consider the expansion of the operator [I - (A)P] -1 in a power series atp = 1: 

X~o - Xk = Dk + ADk+I + A2Dk+2 + . . .  + . (16) 

Then extrapolation methods of Pad6 type are obtained by replacing the finite 
terms of the series (16) by their Pad6 approximants 

X~o = Xk + Pm,n(D). (17) 

We can write a number of Padh approximants for series (16): 

Po,1 ( n ) = Dk+l (1 - Dk+2/ Dk+l ) - l  , (18a) 

Po,2(D) = (Dk+l)3[(Dk+l)2--Dk+aDk+1 + (Dk+2) 2 -- Dk+3Dk+l] -I  , (18b) 

P1,1 (D) = Dk+l [Dk+2Dk+l + (Dk+2)2--Dk+3Dk+l] [Dk+2(Dk+l -- Dk+2)]-l, (18C) 

P2,1 (D) = Dk+l + Dk+2 + Dk+3 (1 -- Dk+4/ Dk+3 ) -1 . (18d) 

It is interesting to note that the extrapolation method with Padh approximant 
Po,1 (D) reduces to the Aitken 62-method of extrapolation [7]. 
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